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Abstract

We study the spatial semidiscretizations obtained by applying Runge–Kutta
(RK) and partitioned Runge–Kutta (PRK) methods to multisymplectic Hamilto-
nian partial differential equations. These methods can be regarded as multisym-
plectic hp-finite element methods for wave equations. All the methods we consider
are multisymplectic; we determine their properties with regard to existence of so-
lutions, dispersion, and order. The Lobatto IIIA–IIIB PRK method can lead to
explicit ODEs and exhibits a surprisingly high order of 2 higher than the number of
degrees of freedom per cell.

1 Introduction

Many conservative PDEs, such as nonlinear wave equations, have a multi-Hamiltonian
formulation and an associated multisymplectic conservation law [5, 6]. As a general-
ization of symplectic integrators to PDEs, multisymplectic methods possess a discrete
multisymplectic conservation law. They can be constructed by applying (possibly dif-
ferent) symplectic integrators in time and in space [15]. The (Preissman or Keller) box
scheme, obtained by applying the implicit midpoint rule in space and time, is a simple
and popular example. It has been shown that the box scheme has a remarkable ability
to preserve the dispersion relation of any system of first order PDEs, up to a monotonic
remapping of frequencies [4, 3, 2]. Amongst other things, this guarantees that it is free
of (linear) parasitic waves and contributes to its robustness at comparably large space
and time steps (see also [9]). This motivates our study of higher order methods with
similarly good behaviour.

Although one of the guiding principles of multisymplectic geometry is that space
and time are to be treated on an equal footing, in practice the boundary conditions
break this symmetry. As symplectic time integration is relatively well-understood, we
∗Institute of Fundamental Sciences, Massey University, Palmerston North, New Zealand

(r.mclachlan@massey.ac.nz). This author’s research was supported by the Marsden Fund of the Royal
Society of New Zealand.
†Department of Mathematics, University of Bergen, Bergen, Norway (nappers@gmail.com).
‡LSEC, Academy of Mathematics and Systems Science, Chinese Academy of Sciences, P.O. Box

2719, Beijing 100190, China (sunyj@lsec.cc.ac.cn). This author’s research was supported by the National
Natural Science Foundation of China (11271357 & 11321061) and the National Basic Research Program
of China (2010CB832702).

1



concentrate here on symplectic space discretization; the same method can have very
different properties when it is applied in space and in time.

A necessary condition for the stability of a Runge–Kutta spatial discretization is
given in [14]. Not all methods that are stable for time integration, are stable for space
discretization. Gauss–Legendre Runge–Kutta (GLRK) methods are unconditionally sta-
ble in both space and time, and we concentrate here on this family. (The box scheme is
GLRK with one stage in space and one in time.) This class of multisymplectic integra-
tors was introduced in [15] but its members with more than one stage have been little
studied. The dispersion analysis of the box scheme was extended to GLRK by Frank,
Moore, and Reich [8], who showed that a certain low-frequency portion of the disper-
sion relation is preserved up to a monotonic remapping of frequencies. Here, we study
the dispersion relation further and find that GLRK smoothly captures the dispersion
relation over the entire frequency range of the PDE, just like the box scheme.

Applying GLRK in space leads to linearly implicit ODEs for the dependent variables.
This precludes the use of explicit time integrators. Further, we show that the mass
matrix of these ODEs can be singular, depending on the method, the number of grid
points, and the boundary conditions. An alternative for some PDEs which avoids this
drawback is to discretize in space by a partitioned RK (PRK) method. For example,
applying the simplest PRK method, leapfrog, to the wave equation utt = uxx [17] in
space and time leads to the standard 5-point central difference discretization. For some
PDEs it is possible to get explicit multisymplectic spatial discretizations of any order by
PRK methods. Therefore, it is of interest to carry out the dispersion analysis for PRK
discretizations as well. The methods of interest here are the Lobatto IIIA–IIIB methods.
We show that the family of Lobatto IIIA–IIIB methods are stable and preserve a proper
subset of the continuous frequency range. However, the mapping from continuous to
discrete frequencies is not continuous, leading to a discrete dispersion relation with
spurious jumps and critical points, and with a CFL-type stability restriction on explicit
time integration.

The outline of the paper is as follows. In Section 2, we study the semidiscretization
obtained by applying the RK method to multi-Hamiltonian PDEs in space. The semidis-
cretization leads to linearly implicit ODEs which may not be well defined (depending
on the problem). Section 3 shows that the spatial discretization determined by apply-
ing the PRK method (Lobatto IIIA–IIIB) provides explicit ODEs for a certain class of
multi-Hamiltonian PDEs. We study the numerical behavior of the semidiscretized sys-
tem presented in Section 2 and 3 by dispersion analysis in Section 4. In Sections 5 and
6 we study the order behaviour of (P)RK semidiscretization. In particular, the Lobatto
IIIA–IIIB method exhibits a surprisingly high order of 2 higher than the number of de-
grees of freedom per cell, a phenomenon we are able to prove only for a related method
with specially chosen initial conditions.

2



2 Spatial discretization by Runge–Kutta methods

2.1 Discretization

We consider the multi-Hamiltonian PDE [15]

Kzt + Lzx = ∇S(z), z(x, t) ∈ Rd, (2.1)

in one space and one time dimension, where K and L are constant skew-symmetric
matrices and S(z) is a smooth function. This PDE has a multisymplectic conservation
law

ωt + κx = 0, ω =
1
2
Kdz ∧ dz, κ =

1
2
Ldz ∧ dz. (2.2)

The PDE and the conservation law are local; boundary conditions will be specified later
where necessary. We concentrate here on the spatial semidiscretization. Consider an RK
method with r stages and parameters aij , bi, and ci. Let ∆x be the spatial mesh size
(taken here to be constant, although this is not at all necessary). We introduce the nodal
grid points xi, spatial cells [xi, xi + ∆x], and stage grid points xi + cj∆x. The spatial
cells are labelled by the discrete independent variable i; the dependent variable t remains
continuous. The dependent variables associated with the spatial cell [xi, xi+∆x] are the
node variables z̄ ∈ Rd that approximate z(xi, t), stage variables Zj ∈ Rd, j = 1, . . . , r
that approximate z(xi + cj∆x, t), and derivative variables Xj ∈ Rd, j = 1, . . . , r, that
approximate zx(xi + cj∆x, t). The independent variables i and t of z̄, Zj , and Xj are
suppressed except where necessary. Thus there are d(2r + 1) dependent variables per
cell. The RK discretization applied to (2.1) in space is

Zj = z̄(i) + ∆x
r∑
l=1

ajlXl, j = 1, . . . , r,

z̄(i+ 1) = z̄(i) + ∆x
r∑
l=1

blXl,

K∂tZl + LXl = ∇S(Zl), l = 1, . . . , r.

(2.3)

Equations (2.3) form a set of implicit differential-algebraic equations which must be
supplemented by appropriate initial and boundary conditions. Note that in contrast
to time-discretization, where the stage values are determined by the RK method and a
node value, in space discretization the stage values Zj enter as dependent variables.

The node variables z̄ and derivative variables Xj appear only linearly and alge-
braically, and can be eliminated as follows. First, apply the operator δ of forward
difference across cells, δz̄i := z̄i+1 − z̄i, to (2.3) and multiply by L to get

δLZj = δLz̄ + ∆x
r∑
l=1

ajlδLXl

= ∆x
r∑
l=1

(bl + ajlδ)LXl.

(2.4)
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Second, eliminate the variables Xl from (2.4) using (2.3) to get

δLZj = ∆x
r∑
l=1

(bl + ajlδ)(∇S(Zl)− K∂tZl)

or, in vector form,
δLZ = ∆x(1b> +Aδ)(∇S(Z)− K∂tZ), (2.5)

where 1 is a vector with all entries equal to 1. That is, any solutions of the DAE (2.3)
imply that the linearly implicit ODE (2.5) holds for Z. If the operator (1b> + Aδ) is
nonsingular then we formally invert it to write

K∂tZ + (∆x)−1(1b> +Aδ)−1δLZ = ∇S(Z). (2.6)

The effect of the RK spatial discretization is to approximate the operator ∂
∂x by the (in

general, implicit) finite difference operator (∆x)−1(1b> + Aδ)−1δ that does not depend
on the PDE in question. It only sees the RK coefficients and the boundary conditions.
Because the approximation is linear, we can understand most of its properties from
the behaviour of the RK method applied to linear differential equations, an extremely
well-understood subject. If L is singular, then (assuming for convenience that L is in
Darboux form) some of the components of the PDE (2.1) contain no x-derivatives and
there is no reason to discretize this in x. However, we see from the above form of the
semidiscretization that the terms vanishing in the PDE also vanish in the semidiscretiza-
tion. Similarly, if K is singular, then some of the components of the PDE correspond to
constraints. In (2.6), the same components of the PDE correspond to constraints on Z.
In some applications, these constraints will be eliminated both in the PDE and in the
semidiscretization, leading to r× rank(K) ODEs per cell. In other words, the RK spatial
discretization does not affect the (K, L) geometry of the multi-Hamiltonian PDE.

Note that the formulation (2.6) differs in the case r = 1 from the standard presenta-
tion of the box method. In the box method, we take the implicit midpoint rule together
with Eq. (2.3), but eliminate X1 and Z1 by using Z1(i) = Mz̄(i) := (z̄(i) + z̄(i+ 1))/2,
to get

KM∂tz̄ + δLz̄ = ∇S(Mz̄). (2.7)

This elimination of the stage variables is only possible when r = 1. The box method
and the RK method (r = 1) which obey identical equations on each cell, but, in different
implementations, may differ depending on how the boundary and initial conditions are
imposed.

2.2 The mass matrix of the RK discretization

After imposing some (linear) boundary conditions, we have seen in Eq. (2.6) that the RK
spatial discretization leads to a linearly implicit ODE of the form M∂tZ = f(Z), where
M is a mass matrix. If M is nonsingular, then this is always equivalent to an ODE;
if M is singular, it is a differential–algebraic equation whose well-posedness requires
extensive further analysis and which depends on f . Although we have not found this
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point addressed anywhere in the literature, it seems to have been implicitly assumed
that GLRK spatial discretization always yields a nonsingular M and hence that the
method is well-posed in the simplest sense. We now show that this is not the case; even
for periodic boundary conditions, in some sense the simplest case, M is often singular.

Starting from Eq. (2.3), imposing periodic boundary conditions with N spatial
cells numbered from 1 to N and eliminating Xl (but not z̄(i)) gives, with Z(i) =
(Z1(i), . . . , Zr(i))> ∈ Rr×d, the linearly implicit ODE

∆xA⊗ Id 1r ⊗ Id
. . . . . .

∆xA⊗ Id 1r ⊗ Id
∆xb> ⊗ Id Id −Id

. . . . . . −Id
∆xb> ⊗ Id −Id Id





∇S(Z(1))− K∂tZ(1)
...

∇S(Z(N))− K∂tZ(N)
Lz̄(1)

...
Lz̄(N)


=



LZ(1)
...

LZ(N)
0
...
0


.

(2.8)

Theorem 2.1. For a GLRK spatial discretization applied to the multi-Hamiltonian PDE
(2.1) with periodic boundary conditions, the matrix on the left-hand side of (2.8) is
nonsingular iff the number of stages r, and the number of grid points, N , are both odd.

Proof. The determinant of a block matrix in which at least one block, say A, is nonsin-
gular, can be calculated by

det

[
A B

C D

]
= det(A) det(D − CA−1B). (2.9)

Since (2.1) is discretized by a GLRK method, the matrix A in (2.8) is of full rank, there-
fore the upper left block of the matrix in (2.8) is nonsingular and has the determinant
(∆x)rNd det(A)Nd. Also, the block matrix product CA−1B, where A,B and C are the
blocks in (2.9) matching those of (2.8), is INd times the scalar b>A−11.

Now, the stability function for a RK method is given by [12]

R(w) = 1 + wb>(I − wA)−11, (2.10)

so that

lim
w→∞

R(w) = 1− b>A−11. (2.11)

On the other hand, for the r-stage GLRK method, the stability function is the diagonal
Padé approximation

R(w) = Prr(w) =
Nrr(w)
Nrr(−w)

,

so that

lim
w→∞

R(w) = (−1)r. (2.12)
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Comparing these two limits gives 1− b>A−11 = (−1)r, and thus we obtain

b>A−11 =

{
0, if r is even;
2, if r is odd.

(2.13)

Hence, if r is even, the block matrix product D − CA−1B is the Nd×Nd matrix
Id −Id

. . . −Id
−Id Id


which is always singular. But when r is odd, this block matrix product is the Nd×Nd
matrix 

−Id −Id
. . . −Id

−Id −Id


which is singular when N is even and nonsingular (with determinant is (−2)d) when N
is odd.

Therefore, the matrix on the left-hand side of (2.8) is nonsingular (with determinant
(−2)d(∆x)rNd det(A)Nd) iff both r and N are odd.

When r = 1 and N is even, the singular mode is the familiar sawtooth Z(j) = (−1)j .
When r > 1, the nullspace is higher dimensional. It is still possible that the DAE (2.3)
could have a solution in some cases when N or r is even. The singular modes are high
frequency (like the sawtooth) and are typically small and one could consider projecting
them out. However, their presence is certainly an obstacle to the more widespread use
of GLRK in space. Indeed, most published numerical results use r = 1 and N odd.

One can consider studying the structure of the system (2.3) with, e.g., Dirichlet or
Neumann boundary conditions. However, now the structure depends on all the data of
the PDE (K, L, S). Even for restricted problem classes like the nonlinear wave equation,
we have not been able to find a systematic formulation which leads to a nonsingular
linearly implicit ODE.

2.3 Dispersion analysis

The linear multi-Hamiltonian PDE

Kzt + Lzx = Sz (2.14)

has periodic solutions of the form

z(x, t) = exp(i(kx+ ωt))y (2.15)

iff
D(ω, k) := det(iωK + ikL− S) = 0. (2.16)
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This establishes the dispersion relation between the frequency ω and the wave number
k.

Theorem 2.2. [8] Let D(ω, k) = 0 for the PDE (2.14). Then the semidiscretization of
(2.14) by a Runge–Kutta method in space with stability function R(w) has solutions of
the form

z̄(i) = exp(iωt) exp(iKi∆x)y, Zj(i) = exp(iωt) exp(iKi∆x)Yj , j = 1, . . . , r, (2.17)

where
Yj =

(
(I − ik∆xA)−11

)
j
y. (2.18)

and
exp(iK∆x) = R(ik∆x). (2.19)

From (2.19), we have the following corollary for the semidiscretized ODEs (2.6).

Corollary 2.1. The error of the discrete dispersion relation is

k∆x−K∆x = O((k∆x)2r+1) (2.20)

as k∆x→ 0. That is, the dispersion order of r-stage GLRK in space is 2r.

Proof. For fixed r, when k∆x→ 0 we know from [12] that

R(ik∆x) = exp(ik∆x)− ier(k∆x)2r+1 +O((k∆x)2r+2),

where er = r!2

2r!(2r+1)! .

That is, the dispersion order of any RK method in space is equal to its classical
order.

It is known that |R(ik∆x)| = 1 for all k and that the phase φ(ik∆x) can be chosen
so that

R(ik∆x) = eiφ(k∆x)

where the phase
φ : (−∞,∞)→ (−rπ, rπ)

is a monotonically increasing diffeomorphism [10]. The asymptotic behaviour of R(w)
and R(rw) as r →∞ is developed in [14]. Thus, to each fundamental discrete frequency
K∆x ∈ (−π, π) there correspond exactly r values of the continuous frequency k∆x.
These are the r modes supported on each cell, corresponding to the r dependent variables
Z1, . . . , Zr. The traditional viewpoint is that the smallest value of k∆x is the wave that
the discretization approximates and that the other r − 1 values of k∆x correspond to
spurious waves (see, e.g., [7]). This is not correct. Another description is given in [8],
where it is argued on pp. 270–271 that the value of k∆x should be limited to give a
unique K∆x ∈ (−π, π), resulting in just one numerical mode per cell. This is not correct.
Not only must there be r modes supported on each cell, for stability reasons, the r − 1
higher-frequency modes smoothly approximate the entire spectrum of the PDE. Our
interpretation of Theorem 2.2, together with the known properties of R(w) for GLRK,
is the following.
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Figure 2.1: Left: Mapping between continuous (k∆x) and discrete (K∆x) frequencies for GLRK
methods with r = 1, 2, . . . , 7 stages. Right: Both frequencies scaled by r to show the rapid
convergence as r →∞ and the uniform convergence of k∆x/r to K∆x/r for arguments less than
2, that is, discrete frequencies up to 2r/∆x are asymptotically exact.

Corollary 2.2. To each k ∈ (−∞,∞) there is a unique K∆x = φ(k∆x) ∈ (−rπ, rπ)
such that for each ω satisfying the continuous dispersion relation D(ω, k) = 0, the GLRK
semidiscretization has a discrete periodic solution given by (2.17), (2.18). Conversely,
for each K∆x ∈ (−π, π), to each of the r solutions (K∆x, k∆x) to (2.19) an integer
multiple of 2π can be added to K∆x so that the solution takes the form K∆x = φ(k∆x).
The GLRK semidiscretization preserves the entire dispersion relation of any multi-
Hamiltonian PDE, up to a diffeomorphic remapping of frequencies, for all ∆x, with
no spurious or parasitic waves. The sign of the phase and group velocities are preserved
for all frequencies and for all ∆x.

From now on we will use the choice of phase given by K∆x = φ(k∆x). The mapping
between continuous and discrete frequencies for GLRK methods applied to the linear
wave equation is shown in Fig. 2.1. It is shown in [14] that K∆x/r → k∆x/r as
r → ∞ for K∆x/r < 2. This is the highest possible frequency that can be represented
on the grid based on the Nyquist sampling theorem and the maximum grid spacing
cj+1 − cj , which tends to π/(2r) as r → ∞. Although Corollary 2.2 determines the
semidiscrete dispersion relation for any multi-Hamiltonian PDE, Fig. 2.1 also displays
the semidiscrete dispersion relation for the linear wave equation directly (in that case
ω = ±k).

Note that the higher-frequency solutions with K∆x 6∈ (−π, π) all map onto the same
function on the nodal grid points, namely z̄(i) in (2.17). However, they do not all map
onto the same function on the stage grid points, and it is these that are the active
dependent variables.

These modes are described by Yj introduced in (2.18). From the point of view of
dispersion analysis, these are irrelevant; all that matters is the spectrum of the linear
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ODEs. However, to compare the computational modes to the analytic modes, or to
compare the numerical solution to the exact solution, we do need the Yj . For the box
scheme, the grid is uniform, and the computational modes exp(iKm∆x)y coincide with
the analytic modes exp(iKx) evaluated at the grid points x = xm. In this case the
dispersion relation carries all the information about the discretization. For nonuniform
grids, the computational modes do not coincide with the analytic modes evaluated on
the grid, so we also need to study the spatial structure of the computational modes. In
the following example we study these for the 2-stage GLRK method.

Example 2.1. For the 2-stage GLRK method, the stability function is R(w) = 12+6w+w2

12−6w+w2 ,
so exp(iK∆x) = R(ik∆x) leads to

tan
K∆x

2
=

k∆x
2− 1

6(k∆x)2
. (2.21)

It is known from (2.18) that the numerical mode Yj can be calculated by

Y = (I − ik∆xA)−11y

=
1

12− 6(ik∆x) + (ik∆x)2

(
12− 2

√
3ik∆x

12 + 2
√

3ik∆x

)
y.

(2.22)

The numerical modes are defined up to an overall constant. We can scale the amplitudes
to achieve |Y1| = 1 and scale the phases so that arg Y1 + arg Y2 = 0. From (2.22), we
know |Y1| = |Y2|. Therefore, we only need to keep track of the relative phases of Y1,2. It
follows from (2.22) that

Y2

Y1
=

12 + 2
√

3ik∆x
12− 2

√
3ik∆x

,

so

tanφ =
√

3
6
k∆x,

where 2φ = arg(Y2/Y1). This is most conveniently written in terms of K using the
double angle formula

tan 2φ =
2 tanφ

1− tan2 φ
=

2
√

3
3

k∆x
2− 1

6(k∆x)2
=

2
√

3
3

tan
K∆x

2
.

This can be compared to the values of the eigenfunctions of the continuous problem
evaluated at the stage grid points, normalized by their value at the cell midpoints, namely
e(i(cj− 1

2
)K∆x). With c2 − 1

2 =
√

3
6 , this gives the phase for the continuous problem as

√
3

6 K∆x, whereas the phase for the RK discretization is

φ =
√

3
6
K∆x−

√
3

216
(K∆x)3 +O(K∆x)5,

so the continuous and discrete phases of the eigenfunctions agree in the limit K∆x→ 0
(as was to be expected), but are not identical. However, note that the discrete phase is
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Figure 2.2: Left: Dispersion relation for the 2-stage GLRK method. The dashed line is k = K.
Each cell of width ∆x contains two dependent variables, Z1 and Z2, and supports two modes:
one is a low-frequency mode in [0, π) and one is a high-frequency mode in [π, 2π). Right: The
discrete phase φ = arg(Z2/Z1)/2. The dashed line is the value for the ‘exact’ Fourier mode,
φ =

√
3

6 K∆x.

a good approximation to the continuous phase over the whole frequency range K∆x ∈
(−2π, 2π) (equivalently, k ∈ (−∞,∞)). The phase error reaches a maximum at the very
highest frequencies K∆x→ 2π, where φ = π/2 ≈ 1.57 compared to the continuous phase
π/
√

3 ≈ 1.81. Fig. 2.2 shows the dispersion relation and the relative discrete phase in
correspondence with the continuous ones.

Another way of looking at the high frequency behaviour is to let k → ∞ in (2.22),
which gives (with a different normalization)

Y → A−11 ∝

(
−1
1

)
.

In other words, these highest-frequency modes look very much like a sawtooth wave, just
as they do when k →∞ for the midpoint rule.

We now repeat the calculation of Example 2.1 for r = 3, . . . , 7, numerically rather
than analytically. For a given r, let Ui = Yi/Y1. Fig. 2.3 shows the dependence of
arg(Ui) on K∆x/r, and Fig. 2.4 shows the dependence of |Ui| on K∆x/r for the r modes
i = 1, . . . , r. By symmetry, some of the modes coincide. Two immediate observations
are that (i) the arguments appear to be much more accurate over the whole frequency
range than the moduli, which become much less than 1 (the ‘exact’ value) in the high
frequency range; and (ii) Ui appears to converge uniformly to the continuous value only
in the frequency range K∆x/r < π/2, in contrast to the dispersion relation which has
been proved to converge uniformly in K∆x/r < 2.

From (2.18), the high-frequency limit is limk∆x→∞ Yj ∝ A−11. This quantity is
determined in the following proposition.
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Figure 2.3: Discrete phase {arg(Ui)}ri=2 for the low-frequency mode in [0, π) with respect to
K∆x/r for GLRK of r = 2, . . . , 7 stages. The dashed lines are arg(Ui) = (ci − 1/2)K∆x
corresponding to the ’exact’ phases.

Proposition 2.1. For the r-stage GLRK method (A, b, c), we have

(A−11)i = (−1)r−1

 r∏
j=1

cj

−1∏
l 6=i

(ci − cl), i = 1, . . . , r. (2.23)

Proof. For the r-stage GLRK method (A, b, c), the simplifying assumption B(2r) is
satisfied. That is,

r∑
j=1

aijc
k−1
j =

1
k
cki =

∫ ci

0
xk−1dx, 1 ≤ i, k ≤ r. (2.24)

Denote P (x) =
r∏
j=1

(x − cj). It is known that P (ci) = 0, i = 1, . . . , r, and P ′(x) =

11
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Figure 2.4: Norms of Ui, {|Ui|}ri=2 for the low-frequency mode in [0, π) with respect to K∆x/r
for GLRK of r = 2, . . . , 7 stages.

r∑
i=1

∏
j 6=i

(x− cj). It follows from (2.24) that

r∑
k=1

aik
∏
j 6=k

(ck − cj) =
r∑

k=1

aikP
′(ck)

=
∫ ci

0
P ′(x)dx

= (−1)r−1
r∏
j=1

cj , for i = 1, . . . , r.

Taking the inverse of A gives Eq. (2.23).

From the proposition, we see that the components of A−11 oscillate in sign like a
sawtooth wave.
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2.4 Global error

The dispersion analysis in the previous section did not require any connection between
the stage values Zj(i) and the continuous solution z(x), although we used Zj(i) ≈
z(xi + cj∆x) as an aid to visualizing the discrete modes. Note that the stage order of
GLRK method, which is the order of Zj as an approximation of z(ti + cj∆t) when used
as a time integrator, is r+1 [11]. Since Zj are the dependent variables, we cannot attain
more than this order. In the following theorem we establish that the global order is at
least r for a very large family of hyperbolic PDEs.

Theorem 2.3. Assume that the multi-Hamiltonian system of PDEs (2.1) is hyperbolic
with K non-degenerate and that the nonlinear term ∇S(z) satisfies a Lipschitz condition.
Apply the r-stage symplectic GLRK method to the multi-Hamiltonian system in space,
with periodic boundary condition, then for all T > 0 there exists a constant C such that

(i) when r = 1, the global error at the stage values is(
N∑
i=1

∆x|z(xi +
1
2

∆x, t)− Z1(i, t)|2
)1/2

≤ C(∆x)2, t ∈ [0, T ];

(ii) when r > 1, the global error at the stage values is

E :=

 N∑
i=1

r∑
j=1

∆xbj |z(xi + cj∆x, t)− Zj(i, t)|2
1/2

≤ C(∆x)r, t ∈ [0, T ],

(2.25)

where Zj(i, t) is the numerical solution and z(xi + cj∆x, t) is the exact solution at the
stage grid points xi + cj∆x.

Proof. (i) When r = 1, (2.3) is the semi-discretized box scheme which is written as

K∂tZ1(i, t) + LX1(i, t) = ∇S(Z1) (2.26)

with Z1(i, t) = (z̄(i + 1, t) + z̄(i, t))/2 and X1(i, t) = (z̄(i + 1, t) − z̄(i, t))/∆x. Let
e(i, t) = z̄(i, t)− z(xi, t). It is clear that

P∂t
e(i+ 1, t) + e(i, t)

2
+ PK−1L

e(i+ 1, t)− e(i, t)
∆x

= PK−1

(
∇S(Z1)−∇S

(
z(xi + ∆x, t) + z(xi, t)

2

))
+O(∆x2).

(2.27)

As the multi-Hamiltonian system (2.1) is hyperbolic, there exists P such that K−1L =
P−1DP with D the diagonal matrix.

13



Left-multiplying (PE)> , (P(e(i+ 1, t) + e(i, t))/2)> on both sides of (2.27), we gain
that

1
2
∂t

(
(PE)>PE

)
+
e(i+ 1, t)>P>DPe(i+ 1, t)− e(i, t)>P>DPe(i, t)

2∆x
= (PE)>O(∆x2) + (PE)>PK−1P>∇(S̄(PZ1)− S̄(Pzc)),

(2.28)

where zc = (z(xi+∆x, t)+z(xi, t))/2, S̄(PZ) = S(Z). By applying the Cauchy–Schwarz
inequality and Young’s inequality to the first term, and the mean value theorem to the
last term on right side of the above equality, it thus follows that

1
2
∂t

(
(PE)>PE

)
+
e(i+ 1, t)>P>DPe(i+ 1, t)− e(i, t)>P>DPe(i, t)

2∆x

≤ 1
2

(PE)>PE +O(∆x4) + (PE)>PK−1P>S̄′′(ξ)PE .
(2.29)

Summing (2.29) over i from 1 to N and applying the periodic boundary condition, the
second term on left side of (2.29) disappears, leading to

1
2
d

dt

N∑
i=1

(PE)>PE ≤ λmax

N∑
i=1

(PE)>PE +
N∑
i=1

1
2

(PE)>PE +O(∆x3), (2.30)

where λmax is the upper bound of the maximum eigenvalues of symmetric matrix 1/2(A+
A>) with A , PK−1P>S̄′′(ξ). By Gronwall’s inequality, it follows from (2.30) that

N∑
i=1

∆x(PE)>PE ≤ C(∆x4).

This proves part (i).
(ii) When r > 1, it is known that the coefficients (aij , bi, ci) of the r-stage GLRK

method satisfy the simplifying conditions B(2r) and C(r). The condition B(2r) leads
to

z(xi + ∆x, t) = z(xi, t) + ∆x
∫ 1

0
zx(xi + ξ∆x, t)dξ

= z(xi, t) + ∆x
r∑

k=1

bkzx(xi + ck∆x, t) +O(∆x2r+1).
(2.31)

Similarly, the condition C(r) leads to

z(xi + cj∆x, t) = z(xi, t) + ∆x
∫ cj

0
zx(xi + ξ∆x, t)dξ

= z(xi, t) + ∆x
r∑

k=1

ajkzx(xi + ck∆x, t) +O(∆xr+1).
(2.32)
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Define Ej(i, t) = Zj(i, t) − z(xi + cj∆x, t), e(i, t) = z̄(i, t) − z(xi, t), and ∂xEj(i, t) =
Xj(i, t)− zx(xi + cj∆x, t). Subtracting (2.3) from (2.31) and (2.32), we get that

Ej(i, t) = e(i, t) + ∆x
r∑
l=1

ajl∂xEl(i, t) +O(∆xr+1), j = 1, . . . , r,

e(i+ 1, t) = e(i, t) + ∆x
r∑
l=1

bl∂xEl(i, t) +O(∆x2r+1),

(2.33)

and

P∂tEl(i, t) + PK−1L∂xEl(i, t) = PK−1(∇S(Zl)−∇S(z)), l = 1, . . . , r. (2.34)

From the second equality of (2.33) we obtain

e(i+ 1, t)>P>DPe(i+ 1, t) =

(
e(i, t) + ∆x

r∑
l=1

bl∂xEl

)>
P>DP

(
e(i, t) + ∆x

r∑
l=1

bl∂xEl

)
+O(∆x2r+1)

= e(i, t)>P>DPe(i, t) + ∆x2
r∑

l,m=1

blbm∂xE
>
l P>DP∂xEm

+ 2∆x
r∑
l=1

bl∂xE
>
l P>DPe(i, t) +O(∆x2r+1).

(2.35)

From the first equality of (2.33),

e(i, t) = Ej(i, t)−∆x
r∑
l=1

ajl∂xEl(i, t) +O(∆xr+1). (2.36)

Substituting this into the third term of (2.35) leads to

e(i+ 1, t)>P>DPe(i+ 1, t) = e(i, t)>P>DPe(i, t) + 2∆x
r∑
l=1

bl∂xE
>
l P>DPEl

+ ∆x2
r∑

l,m=1

(blbm − blalm − bmaml)∂xE>l P>DP∂xEm

+ 2
r∑
l=1

bl∂xE
>
l 1O(∆xr+2) +O(∆x2r+1).

(2.37)

Applying the periodic boundary condition, the second equality of (2.33) gives

N∑
i=1

r∑
l=1

bl∂xEl = O(∆x2r−1).
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Substituting this into (2.37) leads to

N∑
i=1

r∑
l=1

bl∂xE
>
l P>DPEl = O(∆x2r−1). (2.38)

As K−1L = P−1DP, multiplying El(i, t)> from left on both sides of (2.34), it reads that

1
2
d

dt

r∑
l=1

bl(PEl)>PEl+
r∑
l=1

bl(PEl)>DP∂xEl =
r∑
l=1

bl(PEl)>PK−1P>(∇S̄(PZl)−∇S̄(Pz)).

(2.39)
Taking the sum of above equality w.r.t i from 1 to N , together with (2.38), we conclude
that

1
2
d

dt

N∑
i=1

r∑
l=1

bl(PEl)>PEl =
N∑
i=1

r∑
l=1

bl(PEl)>PK−1P>∇2S̄(ξ)PEl +O(∆x2r−1)

≤λmax

N∑
i=1

r∑
l=1

bl(PEl)>PEl +O(∆x2r−1).

By Gronwall’s inequality, we have (2.25).

Remark. In fact, the assumption on the nondegeneracy of K in theorem 2.3 is not
necessary. When K is singular, we still have equations corresponding to (2.27) and (2.34)
in which first terms on the left sides are vectors with r × rank(K) non-zero elements.

Example 2.2. For the linear wave equation

qtt − qxx = 0, −1 ≤ x < 1, (2.40)

we take periodic boundary conditions and initial values taken from the travelling wave
solution

q(x, t) = esin(π(x−t)). (2.41)

For the nonlinear Sine-Gordon equation

qtt − qxx = − sin q, 0 ≤ x ≤ L, (2.42)

we use periodic boundary conditions and initial values taken from the travelling wave
solution

q(x, t) = 2 sin−1(ksn(x− vt)/
√
v2 − 1, k2), L = 4

√
v2 − 1K(k2) (2.43)

where K is the complete elliptic integral of the first kind. We have taken parameters
v = 1.5 and k = 0.9. In both cases we use the 4D multi-Hamiltonian formulation [6]

Kzt + Lzx = ∇S(z), (2.44)
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Figure 2.5: Global error at t = 0.1 of the GLRK spatial discretization with r = 1, 3, 5, 7, and
9 stages for the linear wave equation, with periodic boundary conditions and exact solution
q(x, t) = esin(π(x−t)), −1 ≤ x < 1. The number of spatial cells N is chosen to be various odd
numbers from 3 to 155. The dotted lines have slopes r + 1. The time integration is performed
using the implicit mid-point rule with time step 10−4, which ensures that temporal errors and
less than spatial errors. The error measure is the weighted 2-norm E defined in (2.25).

with

K =


0 −1 0 0
1 0 0 0
0 0 0 1
0 0 −1 0

 , L =


0 0 −1 0
0 0 0 −1
1 0 0 0
0 1 0 0

 , and S(z) =
1
2
v2 − 1

2
w2 − cos q

(2.45)
where z = (q, v, w, φ)T . Initial conditions are given by the exact solution for q, v (−qt),
w (= qx) evaluated at the stage grid points, and by φ = 0.

In Fig. 2.5 and Fig. 2.6, the r-stage GLRK method is applied to these linear and
nonlinear wave equations in space, and the numerical results for the global error are
shown for r = 1, 3, 5, 7, and 9. The order appears to be r+ 1 in all cases, which suggests
that at least for some initial value problems, the order (r) established in Theorem 2.3
can be exceeded.
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Figure 2.6: Global error at t = 0.1 of GLRK spatial discretization with r = 1, 3, 5, 7, and 9 stages
for the nonlinear Sine-Gordon equation, with periodic boundary conditions and exact solution
q(x, t) = 2 sin−1(ksn(x − vt)/

√
v2 − 1, k2), 0 ≤ x < L := 4

√
v2 − 1K(k2) ≈ 10.2, v = 1.5,

k = 0.9. The number of spatial cells N is chosen to be various odd numbers from 7 to 131. The
dotted lines have slopes r + 1. The time integration is performed using the implicit mid-point
rule with time step 10−4, which ensures that temporal errors and less than spatial errors. The
error measure is the weighted 2-norm E defined in (2.25).

3 Spatial discretization by partitioned Runge–Kutta meth-
ods

3.1 Multisymplecticity

Multisymplectic integrators can be obtained using partitioned Runge–Kutta methods
[18, 17]. In practice, the choice of partitioning in each dimension depends on the structure
of K and L. Conditions ensuring multisymplecticity for 2-part partitioning were obtained
in [13]. The following theorem greatly simplifies the result in [13] and extends it to
complete N -part partitioning, which includes all other partitionings as special cases.
That is, it allows possibly different RK coefficients for each component of the system.
The proof uses a technique that is standard in the study of symplectic Runge–Kutta
methods and can be found in [16], Theorem 3.2.1.
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Theorem 3.1. The multi-Hamiltonian PDE

N∑
α=1

Kα
∂z

∂xα
= ∇S(z) (3.1)

for z : RN → Rd, discretized in each dimension xα by an rα-stage fully partitioned Runge–
Kutta method, has a discrete multisymplectic conservation law when, for each dimension
xα, the coefficients (a(γ)

ij , b
(γ)
j ) of the PRK method in component γ = 1, . . . , d and dimen-

sion xα satisfy the conditions

b
(γ)
j = bj ,

− a(γ)
kj b

(β)
k − b

(γ)
j a

(β)
jk + b

(γ)
j b

(β)
k = 0,

(3.2)

for all j, k and for all pairs (β, γ) such that K
(α)
βγ 6= 0. The discrete multisymplectic

conservation law is then given by

N∑
α=1

N∑
δ=1
δ 6=α

rδ∑
jδ=1

N∏
ε=1
ε6=α

∆xεbεjδ
(
ωα,jδiα+1 − ω

α,jδ
iα

)
= 0, (3.3)

where ωα,jδiα
= 1

2

∑
β,γ KαβγdZγ,jδiα

∧ dZβ,jδiα
and bεjδ is the component of coefficient bjδ in

the dimension xε. This is a natural discretization of the multisymplectic conservation
law

∑N
α=1 ω

α
,xα = 0, ωα = 1

2Kαdz ∧ dz, of the PDE (3.1).

For the PDE (2.1) in one time and one space dimension, by using r-stage PRK in
space with weights bj and s-stage PRK in time with weights Bj , Eq. (3.3) reduces to

∆x
r∑
j=1

bj(ωn+1
i,j − ω

n
i,j) + ∆t

s∑
n=1

Bn(κn,mi+1 − κ
n,m
i ) = 0

which is a numerical quadrature of the integral of ωt + κx = 0 over a cell.

3.2 Explicit discretization

The problems of implicit and possibly singular ODEs can be avoided for multi-Hamiltonian
PDEs with

K =


−I 1

2
(d1+d2)

I 1
2

(d1+d2)

Od1

 , L =

 Id1
Od2

−Id1

 , (3.4)

and S(z) = 1
2p
>Ap + V(q) + 1

2v>Bv. Here, d1 = n − rank(K), d2 = n − 2d1 ≤ d1, Id is
the d× d identity matrix, Od is the d× d zero matrix, z = (q, v, p), q, p ∈ Rd1 , v ∈ Rd2 ,
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and A and B are two nonsingular matrices. In Theorem 4.1 of [18], it is shown that a
spatial discretization by a PRK method with coefficients satisfying

a1j = 0, arj = bj , âjr = 0, âj1 = b1, 1 ≤ j ≤ r; (3.5)

detC 6= 0, Ci−1,j−1 =
∑
k,l

aik(bl − δkl)âlj , 2 ≤ i, j ≤ r − 1, (3.6)

leads to explicit ODEs for the stage variables associated with q [16]. Here the aij , RK
coefficients, are used for the discretization of qx and the âij , RK coefficients, are used
for the discretization of px; vx does not appear in the PDE and no approximation of it
is needed or used. These PDEs include those such as the nonlinear wave equation and
nonlinear Schrödinger equation for which spatial derivatives of order other than 2 can
be eliminated.

We concentrate in this paper on the discretization of qxx that results from applying
the r-stage Lobatto IIIA–IIIB method. Let E be the (r − 2) × r matrix with nonzero
entries

Ek,1 = 1− ck+1, Ek,k+1 = −1, Ek,r = ck+1

for k = 1, . . . , r−2, and let F1 = C−1E. Let F2 = (b>−b>Â)2:r−1 and F3 = (b>Â)2:r−1.
Then the discretization is given by

qxx(xi + c∆x) ≈ 1
(∆x)2

F1Q(i), (3.7)

qxx(xi) ≈
1

2b1(∆x)2

(
F2F1Q(i− 1) + F3F1Q(i) + δ2Q1(i)

)
.

For the nonlinear wave equation qtt = qxx − V ′(q), the semidiscretization leads to the
following ODEs

∂ttQ = DQ− V ′(Q), (3.8)

where D is the difference operator determined by (3.7). When r = 2, the spatial dis-
cretization (3.7) reduces to central differences. When r = 3 we get the explicit system
of ODEs

[
∂ttQ1(i)
∂ttQ2(i)

]
=

1
(∆x)2

[
−1 8 −14 8 −1
0 0 4 −8 4

]

Q1(i− 1)
Q2(i− 1)
Q1(i)
Q2(i)

Q1(i+ 1)

−
[
V ′(Q1(i))
V ′(Q2(i))

]
.

(3.9)
When r = 4, the corresponding difference stencil approximating ∂xx is 1 1

2(25− 15
√

5) 1
2(25 + 15

√
5) −52 1

2(25 + 15
√

5) 1
2(25− 15

√
5) 1

0 0 0 5 + 3
√

5 −20 10 5− 3
√

5
0 0 0 5− 3

√
5 10 −20 5 + 3

√
5

 .
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Note that, for any multi-Hamiltonian PDE, either K or L can be put in the form
given in (3.4), for this is just the Darboux normal form, so (3.4) amounts to a restriction
on just one of K, L. The examples in [16] give an idea of the range of applicability of the
method. For equations which are not of the separable form (3.4), such as the Korteweg–
de Vries equation, the Lobatto IIIA–IIIB method can still be applied, but it does not
lead to explicit ODEs. Instead it gives discretizations like the “narrow box” scheme of
[2], which is again implicit, leading to the same drawbacks as the GLRK method.

A treatment of boundary conditions for all multi-Hamiltionian PDEs is difficult
because this requires knowing which boundary conditions make the PDE well-posed.
However, for equations which can be written in terms of second space derivatives only,
boundary conditions appear to be easily handled by the Lobatto IIIA–IIIB method.
For Dirichlet boundary conditions the finite difference stencil (3.7) is applied at interior
stage points only, giving a closed set of ODEs. For more general (e.g. Robin or out-
going) boundary conditions, the PRK equations in the first cell can be manipulated to
yield finite difference approximations for qxx(x1). For r = 2 (central differences) this is
standard; for r = 3 the approximation is

qxx(x1) ≈ − 2
(∆x)2

(7Q1(1)− 8Q2(1) +Q3(1) + 3∆x qx(x1)) ,

where qx(x1) is determined from the boundary conditions and Z1(1). (For example, for
the wave equation with the outgoing boundary condition qt + qx = 0 at the left-hand
boundary, we set qx(x1) = −qt(x1) = −P1(1), where P1(1) is one of the dependent
variables.) In contrast, we have not been able to find a consistent treatment of Dirichlet
or Neumann boundary conditions for the Gauss–Legendre Runge–Kutta method that
leads to nonsingular implicit ODEs, even for the nonlinear wave equation.

3.3 Dispersion analysis

To analyze the stability of Labotto IIIA–IIIB methods, in [14] we presented two possible
model equations, separable and nonseparable; and it is shown there that for multi-
Hamiltonian PDEs of the form considered in Section 3, which can be written in terms
of second space derivatives only, the separable form determines the stability of spatial
semidiscretization. The separable model equation is the harmonic oscillator[

qx

px

]
=

[
0 k

−k 0

][
q

p

]
, (3.10)

whose exact solution is[
q(x)
p(x)

]
=

[
cos(kx) sin(kx)
−k sin(kx) k cos(kx)

][
q0

p0

]

with initial values q0 = q(0), p0 = p(0). The solution is the linear combination of
two independent solutions, which correspond to the even and odd modes. For (3.10),
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applying the Lobatto IIIA–IIIB method gives[
q1

p1

]
= M(k∆x)

[
q0

p0

]
=

[
M11 M12

M21 M11

][
q0

p0

]
, (3.11)

where M(k∆x) is the stability matrix with elements Mij the rational functions [14].

Theorem 3.2. The ODEs determined by applying a PRK method (whose coefficients
satisfy (3.5), (3.6)) in space to multi-Hamiltonian PDEs of the form (3.4) (which can
be written in terms of second space derivatives), have periodic solutions of the form
Zj(i) = exp(i(ωt+Ki∆x))Yj where

1
2

trM(k∆x) = cos(K∆x) (3.12)

and ω and k satisfy (2.16). The method is stable if there are r − 1 disjoint intervals
in (0,∞) for which

∣∣1
2trM(k∆x)

∣∣ < 1. Interval endpoints at which (trM(k∆x))′ 6= 0
create spurious jumps and critical points in the discrete dispersion relation. The Lobatto
IIIA–IIIB pair is stable and all its interval endpoints lead to spurious jumps and critical
points.

Proof. See Theorem 4.1 (i) in [14].

Thus, for Lobatto IIIA–IIIB, there are no spurious or parasitic waves, but only a
discontinuous portion of the continuous frequency range is captured. In Fig. 3.1, we
show the correspondence between discrete and continuous frequencies established by
(3.12) for r = 2, . . . , 5. These also illustrate the discrete dispersion relation obtained
when the method is applied to the linear wave equation. Spurious jumps and critical
points at K∆x = nπ, n ∈ Z can be observed. For fixed n they are exponentially small
in r as r → ∞ [14], but for n = O(r) they are significant. The spurious critical point
at K∆x = π which arises when r = 2, i.e., for the central difference approximation
of zxx, leading for the linear wave equation to wave packets that propagate with speed
O(∆x) instead of 1, is known to cause several types of qualitative errors [19]. Internal
discontinuities in the dispersion relation have not been studied as far as we know.

For r=2, 3, 4, 5, the portion of the continuous frequency range that is captured by
the method is that with k∆x in the following domains:

• r = 2: (0, 2);

• r = 3: (0, 2
√

2) ∪ (2
√

3, 2
√

6);

• r = 4: (0, 3.11272) ∪ (3.16228, 5.47723) ∪ (7.74597, 8.62038);

• r = 5: (0, 3.14045)∪ (3.14247, 6.05405)∪ (6.48074, 8.25455)∪ (13.04319, 13.54062).

The supremum of these domains determines, for many wave equations, the fastest wave
and hence the CFL limit on explicit time-stepping.
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Figure 3.1: Dispersion relations for Lobatto IIIA–IIIB method of r = 2, 3, 4, 5 stages. Left top:
r = 2; Right top: r = 3; Left bottom: r = 4; Right bottom: r = 5.

Our analysis raises the prospect of adding more design criteria to the methods. In
addition to multisymplecticity, explicit ODEs, stability, and order, one could add criteria
like 1

2trM(k∗) = ±1, trM(k∗)′ = 0 (to avoid the discontinuity in the discrete dispersion
relation at k∗), or to minimise sup{k∗ : 1

2trM(k∗) = ±1} (to make the ODEs less stiff and
reduce the CFL limit on explicit time-stepping). Note that the Lobatto IIIA–IIIB family
was designed for maximum classical order (and hence maximum dispersion order), but
this can be sacrificed while preserving the more relevant stage order (see Section 3.4).
To demonstrate that this is possible, we construct here one such method that has no
jump at K∆x = π, as follows:

• Consider 4-stage PRK methods in which the first member is a collocation method
with nodes (0, c, 1−c, 1), and the second method is determined by the symplecticity
condition. This ensures a multisymplectic integrator that obeys (3.5), (3.6).

• Calculate 1
2trM(k) for this class of methods.

• Determine c by solving 1
2trM(k∗) = −1, trM(k∗)′ = 0 for k∗(≈ π) and c.
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This determines c ≈ 0.280123 as 1
2(1 + d) where d is the root (near −0.439753) of

39d12 − 2298d10 + 1209d8 + 308d6 − 375d4 + 102d2 − 9 = 0.

For this method, 1
2trM(k) has a local minimum of −1 at k∗ ≈ 3.14663, so there is no

jump in the discrete dispersion relation at K∆x = π. This method only has dispersion
order 2. This can be increased by adding more stages. With r = 5, nodes (0, c, 1

2 , 1−c, 1),
there is a method with c ≈ 0.174245 which has of dispersion order 4 and no jump in the
discrete dispersion relation at K∆x = π.

We turn now to determining the discrete modes or eigenfunctions. These now have
two components, Qj and Pj , each with an odd and an even mode which are determined
by solving [

Ir −kA
kÂ Ir

][
Q

P

]
=

[
1rq0

1rp0

]
(3.13)

with initial values (p0, q0), where Â and A are the matrices corresponding to the Lobatto
IIIA–IIIB pair. It follows by eliminating P from (3.13) that

Q = (Ir + k2∆x2AÂ)−1(k∆xA1rp0 + 1rq0). (3.14)

We use a basis (p0, q0) = (0, 1) and (p0, q0) = (1, sin(K∆x)/k∆x) for the two inde-
pendent computational modes. When r = 2, the even mode is Q = (1, cos(K∆x))> and
the odd mode is Q = (0, sin(K∆x))> which coincide with the corresponding continuous
modes. With r = 3 the even mode approximating for small K∆x the continuous mode
qj = cos(Kcj∆x), is

Q =


1

2(12− k2∆x2)
24 + k2∆x2

cos(K∆x)

 ; (3.15)

The odd mode approximating the continuous mode qj = sin(Kcj∆x), is

Q =


0

−4 sin(K∆x)
k2∆x2 − 8

sin(K∆x)

 . (3.16)

We show the even and odd modes for r = 3, 4, 5 in Figs. 3.2–3.4. As with the results
for GLRK (Figs. 2.3, 2.4), it appears that the first half of the frequency spectrum is
converging as r →∞. The discrete modes do not uniformly approximate the continuous
modes as K∆x→ nπ, n ∈ Z; we do not know if this has implications for the numerical
performance of these methods.
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Figure 3.2: Numerical modes {Qi}3i=1 with respect to K∆x for 3-stage Lobatto IIIA-IIIB pair.
Left: Even mode corresponding to (p0, q0) = (0, 1); Right: Odd mode corresponding to (p0, q0) =
(1, sin(K∆x)/k∆x). The ∗ lines denote the exact modes.
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Figure 3.3: Numerical modes {Qi}4i=1 with respect to K∆x for 4-stage Lobatto IIIA-IIIB pair.
Left: Even mode corresponding to (p0, q0) = (0, 1); Right: Odd mode corresponding to (p0, q0) =
(1, sin(K∆x)/k∆x). The ∗ lines denote the exact modes.

3.4 Global error

The dispersion order of r-stage Lobatto IIIA–IIIB method is the same as its classical
order, namely 2r − 2, which is shown in the following proposition.

Proposition 3.1. When k∆x is sufficiently small, the error in the numerical dispersion
is

K∆x− k∆x =
1

2r − 2
er−1(k∆x)2r−2 +O((k∆x)2r), (3.17)

where er := r!2

(2r)!(2r+1)! .

Proof. The error estimate (3.17) can be obtained from Proposition 8.1 in [14]; it is also
shown in [1].
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Figure 3.4: Numerical modes {Qi}5i=1 with respect to K∆x for 5-stage Lobatto IIIA-IIIB pair.
Top: Even modes; Bottom: Odd modes. The ∗ lines denote the exact modes.
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Figure 3.5: Global error at t = 0.1 of Lobatto IIIA–IIIB spatial discretization for the linear
wave equation qtt = qxx, 0 ≤ x < 2π, with periodic boundary conditions. The exact solution is
q(x, t) = exp(5(sin(x + t) − 1)), and N = 2, 4, 8, 16, . . . , 256 is the number of spatial cells. The
dotted lines have slopes given by the observed order of the global error, namely 2 for r = 2
and r + 1 for r ≥ 3. The time integration is performed using a Krylov method for the matrix
exponential and is exact up to roundoff. The error measured is the maximum absolute error in
q over all stage variables Qj(i).

However, the order of the local truncation error is lower than the dispersion order
when r > 2. Here, we define the ‘local truncation error’ in terms of a mapping from
smooth functions to grid functions; the simplest such mapping, namely evaluation at the
collocation points, is used in the following result.

Proposition 3.2. With Zj(i) = z(xi + cj∆x), the local truncation error of the Lobatto
IIIA–IIIB discretization of zxx is

O
(
(∆x)2

)
, r = 2,

O
(
(∆x)r−1

)
, 3 ≤ r ≤ 10.

(3.18)

Proof. Taylor series applied to the finite difference stencils given in Eq. (3.7) allow the
local truncation error to be calculated for any value of r; we have carried this out for
2 ≤ r ≤ 10, with the given result.
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Figure 3.6: Global error at t = 1 of Lobatto IIIA–IIIB spatial discretization of the sine–Gordon
equation qtt = qxx − sin q, 0 ≤ x < L, with periodic boundary conditions, for the exact solution
q(x, t) = π − 2φ((x − vt)/(k

√
1− v2), k2), L = 2k

√
1− v2K(k2); φ is the Jacobi amplitude

function, K is the complete elliptic integral of the first kind, v = 0.5, and k = 0.99. There are
N = 4, 8, 16, . . . , 256 spatial cells. Time integration is done using a 4th order symplectic splitting
method, with time step small enough that the global error is dominated by the spatial error. The
dotted lines have slopes given by the observed order of the global error, namely 2 for r = 2 and
r + 1 for r ≥ 3. The error measured is the maximum absolute error in q over all stage variables
Qj(i).

Numerical simulations of the linear and nonlinear wave equations with periodic
boundary conditions are shown in Fig. 3.5 and Fig. 3.6. The observed global error
is

O
(
(∆x)2

)
, r = 2.

O
(
(∆x)r+1

)
, 3 ≤ r ≤ 8.

(3.19)

which is of higher order than the local truncation error!
We do not have an explanation for this phenomenon. However, for linear equations

there is a mapping of continuous to grid functions (derived from the discrete eigenfunc-
tions) that makes the local truncation error equal to the dispersion order. This is not
expected to be possible for nonlinear equations, but it suggests the following.

Proposition 3.3. With smooth functions z(x) mapped to grid functions by Zj(i) =
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(1+aj(∆x)4∂4
x)z(xi+cj∆x), a1 = 0, and a2 = 1

384 , the principal local truncation error of
zxx at xi+cj∆x by the 3-stage Lobatto IIIA–IIIB discretization is âj(∆x)4∂6

xz(xi+cj∆x)
with â1 = 1

360 and â2 = 1
5760 , that is, it is a 4th order finite difference to zxx.

With smooth functions z(x) mapped to grid functions by Zj(i) = (1+aj(∆x)5∂5
x)z(xi+

cj∆x) with a1 = a4 = 0, a2 = −a3 = −1/(9000
√

5), the principal local truncation error
of zxx by the 4-stage Lobatto IIIA–IIIB discretization is âj(∆x)5∂7

xz(xi + cj∆x) with
â1 = â4 = 0, â2 = −â3 = − 1

302400 , that is, it is a 5th order finite difference.

Proof. The proof is by Taylor series expansions. At j = 1,

1
(∆x)2

(−14Z1(i) + 8(Z2(i) + Z2(i− 1))− (Z1(i+ 1) + Z1(i− 1))

=
(
∂2
x − 1

24(∆x)2(1 + 384a1 − 384a2)∂4
x + (∆x)4( −7

2800 − a1+2a2)∂6
x

)
z(xi),

1
(∆x)2

(4Z1(i)− 8Z2(i) + 4Z1(i+ 1))

=
(
∂2
x + (∆x)2( 1

48 + 8a1 − 8a2)∂4
x + (∆x)4( 1

5760 + a1)∂6
x

)
z(xi + 1

2∆x).

Setting the coefficients of (∆x)4 equal to zero determines the values of a1 and a2 given
in the proposition. The calculation is similar for r = 4.

Therefore, under this mapping of smooth functions to grid functions, the global error
is necessarily of order r + 1 for r = 3, 4. We expect that a similar modification of the
initial conditions leads to a local truncation error and global error of order r + 1 for all
r ≥ 3.

The unexpected numerical observation is that even without this modification of the
grid functions, the observed global order is still r + 1 and not r − 1. In some way
the Zjs adjust themselves during the time evolution so as to reduce the global error.
The modified and unmodified methods are shown in Figure 3.7; the modified method is
smoother in time and has slightly smaller global error in this example.

The order of the global error we have observed here is, for r > 2, one higher than
that claimed in [7], Table 11.3, for the same method with unmodified initial conditions
applied to the homogeneous linear wave equation.

Note that there are only r− 1 dependent variables per cell, so this observed order is
2 higher than that established in Theorem 2.3 for GLRK for the same number of degrees
of freedom. This may be the most accurate possible class of finite difference methods
for this class of equations.

4 Conclusion

The families of methods considered here have outstanding numerical properties in terms
of order, preservation of the dispersion relation, lack of parasitic waves, and multisym-
plecticity which can be expected to lead to good long-time behaviour and good preser-
vation of qualitative solution properties. It is striking and unfortunate that the method
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Figure 3.7: Global error as a function of time for the sine–Gordon problem shown in Figure 3.6
with initial conditions Zj(xi) = (1+aj∆x)4∂4

x)z(xi+cj∆x). Red line: modified initial conditions
a1 = 0, a2 = 1

384 , known to be 4th order. Blue line: unmodified initial conditions a1 = a2 = 0,
observed to be 4th order. Here there are N = 100 spatial cells, the time step is 0.01, and the
time integrator is a 4th order symplectic splitting method.

which might be expected to be best overall, namely Gauss–Legendre Runge–Kutta, and
which is the most-used example of a multisymplectic integrator in the literature, has a
number of glaring weaknesses: it leads to (at best) implicit ODEs; these can be singular;
and no general treatment of boundary conditions is known. If the latter two issues can
be overcome, then dealing with the implicit ODEs is not an insuperable obstacle.

In contrast, the Lobatto IIIA–IIIB method has a number of additional definite advan-
tages: it can lead to explicit ODEs, allowing explicit multisymplectic time-integration;
and it has the apparently best possible order behaviour. An apparent drawback, that
the dispersion relation can have spurious jumps and critical points, is of uncertain prac-
tical impact: this should be investigated further. Other open problems for this method
include analysis of the discrete eigenfunctions for r → ∞, determining if the observed
order of the global error is the actual order, and if so, understanding the mechanism by
which this is achieved.
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